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Abstract

Image-based modeling is a family of techniques that uses images, rather than 3D
geometric models, to represent a scene. A light field is a common image-based model
used for rendering the appearance of objects with a high-degree of realism. Light
fields are used in a variety of applications. For example, they are used to capture the
appearance of real-world objects with complex geometry, like human bodies, furry
teddy bears, or bonsai trees. They are also used to represent intricate distributions
of light, like the illumination from a flash light. However, despite the increasing pop-
ularity of using light fields, sufficient tools do not exist for editing and manipulating
them. A second limitation is that those tools that have been developed have not been
integrated into toolkits, making it difficult to combine light fields.

This dissertation presents two contributions towards light field manipulation. The
first is an interactive tool for deformation of a light field. Animators could use this
tool to deform the shape of captured objects. The second contribution is a system,
called LightShop, for manipulating and combining light fields. Operations such as
deforming, compositing, and focusing within light fields can be combined together in
a single system. Such operations are specified independent of how that light field is
captured or parameterized, allowing a user to simultaneously manipulate and combine
multiple light fields of varying parameterizations. This dissertation first demonstrates
light field deformation for animating captured objects. Then, LightShop is demon-
strated in three applications: 1) animating captured objects in a composite scene
containing multiple light fields, 2) focusing on multiple depths in an image, for em-
phasizing different layers in sports photography and 3) integrating captured objects

into interactive games.
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Chapter 1
Introduction

A long-term goal in computer graphics has been rendering photo-realistic imagery.
One approach for increasing realism is image-based modeling, which uses images to
represent appearance. In recent years, the light field | |, a particular image-based
model, has been used to increase realism in a variety of applications. For example,
light fields capture the appearance of real-world objects with complex geometry, like
furry teddy bears | |, or bonsai trees | |. Incident light fields capture
the local illumination impinging on an object, whether it is a flash light with intricate
light patterns | |, or general 4D illumination [ : ) ]. In
the film industry, light fields have found their use in creating “bullet-time” effects in
production films like The Matriz or national sports broadcasts like the Superbowl of
2001. Light fields are useful in representing objects that are challenging for traditional
model-based graphics!.

However, light fields have their limitations, compared to traditional modeling.
Light fields are typically represented using images, so it is not obvious how to ma-
nipulate them as we do with traditional models. This difficulty explains why only a
handful of editing tools exist for light fields. However, if one could deform, composite
or segment light fields, this would enable a user to interact with the object, rather

than just to view it from different viewpoints.

L“traditional model” refers to the use of models to represent the geometry, lighting and surface
appearance in a scene.
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Another challenge is that the existing tools found in the literature, like view-
interpolation | |, focusing | ], or morphing | |, were not designed
for general light field editing. Consequently, the ability to combine tools, similar to
how images are edited in Adobe Photoshop, is simply not offered by these research
systems..

To address the two problems of interacting with a light field and combining such
interactions, this dissertation presents two contributions toward manipulating and

combining light fields:

1. a novel way to manipulate a light field by approximating the appearance of

object deformation

2. a system that enables a user to apply and combine operations on light fields,

regardless of how each dataset is parameterized or captured

In the first contribution, a technique is presented that enables an animator to
deform an object represented by a light field. Object deformation is a common
operation for traditional, mesh-based objects. Deformation is performed by moving
the vertices of the underlying mesh. The goal is to apply this operation to light fields.
However, light fields do not have an explicit geometry, so it is not immediately clear
how to simulate a deformation of the represented object. Furthermore, we require
the deformation to be intuitive so that it is accessible by animators.

The key insight that enables light field deformation is the use of free-form de-
formation | | to specify a transformation on the rays in a light field. Free-form
deformation is a common animation tool for specifying a deformation for mesh-based
objects. We modify this deformation technique to induce a transformation on rays.
The ray transformation approximates a deformation of the underlying geometry rep-
resented by the light field. This operation enables a user to deform real, captured
objects for use in animation or interactive games.

In the second contribution, we introduce a system that incorporates deformation,
along with a host of other tools, into a unified framework for light field manipulation.
We call this system LightShop. Previous work for manipulating light fields are sys-

tems designed for a single task, like view interpolation. A system that incorporates



multiple operations faces additional challenges. First, operations can manipulate light
fields in a variety of ways, so the system must expose different functionality for each
operation. Some examples include summing over multiple pixels in each image (like
focusing), or shifting pixels across images (like deformation). Second, light fields may
be captured and parameterized differently, so the system must abstract the light field
representation from the user. These challenges indicate that careful thought must be

given to how to specify operations.

There are two key insights that drive the design of LightShop. The first insight is
to leverage the conceptual model of existing 3D modeling packages for manipulating
traditional 3D objects. In systems like RenderMan | | or OpenGL | ],
a user first defines a scene made up of polygons, lights, and cameras. Then, the
user manipulates the scene by transforming vertices, and adjusting light and camera
properties. Finally, the user renders a 2D image using the defined cameras and
the scene. We call this conceptual model, model, manipulate, render. LightShop is
designed in the same way, except that the scene contains only light fields and cameras.
LightShop exports functions in an API to model (e.g. define) a scene. The light fields
are then manipulated and an image is rendered from the scene. The problem of

manipulating and rendering a light field is solved using the second key insight.

The second key insight is to specify light field operations as operations on rays.
Ray operations can be defined independent of the light field parameterization. Fur-
thermore, we define these operations using a ray-shading language that enables a
programmer to freely combine operations. In a ray-shading program, by composing
multiple function calls, a user can combine multiple operations on light fields. To
render an image from this manipulated scene, we map the ray-shading program to a
pixel shading language that runs on the graphics hardware. The same ray-shading
program is executed for every pixel location of the image. When the program has
finished execution for all pixels, the final image is returned. Rendering an image
using the programmable graphics hardware allows LightShop to produce images at

interactive rates and makes it more amenable for integration into video games.

A system like LightShop can be used in a variety of applications. In this disser-
tation, three applications are prototyped: 1) a light field compositing program that
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allows a user to rapidly compose and deform a scene, 2) a novel post-focusing program
that allows for simultaneously focusing at multiple depths, and 3) an integration of
a captured light field into a popular OpenGL space-flight simulator.

The dissertation is organized in the following way. Chapter 2 describes back-
ground material related to light fields. This chapter also motivates the need to ma-
nipulate light fields by describing the increasing number of acquisition systems and
their decreasing cost and complexity in acquiring a dataset. Chapter 3 describes
the first contribution of this thesis: a novel way to manipulate light fields through
deformation. Chapter 4 describes the second contribution: LightShop, a system for
manipulating and combining light fields. In this chapter, results are shown for ap-
plications in digital photography, and interactive games. Many of these results are
time-varying, so the reader is invited to peruse the webpage,
http://graphics.stanford.edu/papers/bchen_thesis. Chapter 5 concludes with

a summary of the contributions and future improvements.


http://graphics.stanford.edu/papers/bchen_thesis

Chapter 2
Background

In this chapter, image-based models are reviewed. In particular, the physics-based
notion of a light field is discussed, and its approximation, by a set of images, is
reviewed. Next, the need to manipulate and combine light fields is motivated by
a discussion of the progression of light field acquisition systems. In this discussion,
it is shown that these systems are becoming easier to use, cheaper to build, and
more commonplace. These factors lead to the result that light fields are becoming
akin to images and traditional 3D models. Consequently, there is an increasing need
to manipulate and interact with such datasets, beyond just rendering from novel

viewpoints.

2.1 Image-based Models and Light Fields

An image-based model (IBM) uses images to represent an object’s appearance, with-
out explicitly modeling geometry, surface properties or illumination. The key idea
is that an object’s appearance is fully captured by the continuous distribution of
radiance eminating from that object. This distribution of radiance is called the
plenoptic function | |. In practice, one can not fully capture an object’s con-
tinuous plenoptic function and must therefore capture restrictions of it. The [light
field | : | is one such restriction that allows for convenient acquisition of

real-world objects and efficient rendering. In the following, the notion of the plenoptic
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function is briefly reviewed, followed by a discussion of the light field.

2.1.1 The Plenoptic Function

The plenoptic function | , | is a seven dimensional function that describes

the radiance along a ray at time ¢, wavelength \:

P =P(z,y,2,0,0,\1) (2.1)

x,y, 2,0, ¢ describe the ray incident to the point (z,y, z) with direction (6, ¢) in spher-
ical coordinates. The interesting point about Equation 2.1 is that it fully describes
the appearance of an object under fixed lighting. An object’s appearance depends on
the incident illumination, surface properties, and geometry | |. The plenoptic
function captures this appearance parameterized as radiance along each point and
direction pair in the scene. When an image needs to be rendered from the plenoptic
function, the radiance along a ray is computed by evaluating the plenoptic function.

In practice, measuring an object’s entire continuous plenoptic function is impos-
sible, so it is approximated by discretization and restricted by dimension reduction.

The 4D light field is one such approximation /restriction.

2.1.2 The Light Field

First, assume that the plenoptic function is static and does not vary over time. Next,
based on the tristimulus theory of color perception | |, the locus of spectral
colors is approximated by a basis of three primaries: red, green and blue. This

converts Equation 2.1 to the following vector-valued equation:

Prgb = Prgb($7yaz797¢) (22)

where P, is a 3-vector corresponding to the weights for each red, green, and blue
primary.
One more reduction can be performed, which assumes that the radiance along a

ray is constant. This assumption is true when the plenoptic function is defined in free
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space. The redundancy in Equation 2.2 is removed by parameterizing the light field
in terms of rays instead of a (z, y, z) point and (6, ¢) direction | , ]. Hence,

a light field is a four dimensional function mapping rays in free space to radiance:
L = L(u,v,s,t) (2.3)

The input, a ray in free space, takes 4 coordinates u, v, s,t to represent | ]. The
output, radiance, is approximated by a three-component RGB vector. The input
coordinates can represent spatial positions or directions depending on the parameter-
ization. For example, in the two-plane parameterization | |, u,v and s, t are the
ray-intersections with the UV — and ST-planes. The next section describes the two
light field parameterizations used in this thesis. However, the light field operations,

as described in Chapter 4, are independent of the parameterization.

2.1.3 Parameterizations

Throughout this thesis, light fields use one of two parameterizations, two-plane and
sphere-plane. A third, the circular parameterization, is a special case of the latter for
3D light fields. These parameterizations are not defined on any surface in the scene.
This property allows the representation of objects with complex geometry, like hair,
or fur (since the parameterization need not lie on the hair or fur geometry). However,
the disadvantage is that more samples need to be captured in order to avoid ghosting
when rendering | |. For light field parameterizations that make use of surface
geometry, the reader is referred to surface light fields | |, and view-dependent

texture maps | ]

Two-plane

L = L(u,v,s,t) (2.4)

In a two-plane parameterization, two planes, a UV- and ST-plane, are defined. A ray

is described by four coordinates, (u,v, s, t) which describe the two intersections with
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the UV- and ST-plane. This is a natural parameterization for datasets acquired from
an array of cameras. The UV-plane is defined as the plane on which the cameras
lie. The ST-plane is the plane on which all camera images are rectified. Images
are rectified by capturing a light field of a planar calibration target and computing

homographies to a user-selected camera image | ].

Sphere-plane

L=L(¢,0,s,1) (2.5)

The sphere-plane light field parameterization (SLF) uses a different set of four coor-
dinates. A sphere with radius R surrounds the object represented by the light field.
A ray is parameterized by two intersections, (¢,0) and (s,t). The first is the closest
intersection with the sphere. This is parameterized using spherical coordinates; ¢ is
the angle from the vertical axis of the sphere and # is the rotation angle around the
vertical axis. The second intersection, parameterized by (s, t), is on a plane that
is incident to the center of the sphere, with normal N. Figure 2.1 illustrates this
parameterization.

A special case of the SLF for 3D light fields is the circular parameterization, which
fixes ¢ to 90°. The fish, teddy bear and toy warrior light fields listed in Table A.1

use this parameterization.

2.1.4 A Discrete Approximation to the Continuous Light
Field

Given the two parameterizations described above, acquisition systems discretely sam-
ple the continuous light field with ray samples. In practice, these discrete samples
are acquired from captured photographs. Assuming that cameras are pinhole devices,
each photograph measures the radiance along a bundle of rays converging to the cen-
ter of projection of the camera. If multiple photographs are captured from different

viewpoints, these images approximate the continuous light field.
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Figure 2.1: Ray parameterization for a sphere-plane light field. (¢, 0, s, t) are the four
coordinates defining a ray. The ray is shown in red.

Using discrete ray samples requires calculating a sampling pattern and the number
of samples to acquire. Assuming no knowledge about the geometry of the underlying
object, a good sampling strategy for the two-plane and sphere-plane parameteriza-
tions is to pick uniformly-spaced samples | , |. For the two-plane param-
eterization, this means picking samples on a grid in the UV- and ST-planes. For the
sphere-plane parameterization, this means picking ¢ and 6 so that the samples are
equally spaced on the surface of the sphere. Ideally, s and ¢ on the plane are chosen so

that their projection to the rear-surface of the sphere form equally spaced samples®.

2.1.5 Rendering an Image from a Light Field

Once a discrete approximation of a light field has been captured, a common task is
to render a virtual view of the light field. Naturally, if the virtual view coincides with
a captured viewpoint, then the relevant image can be returned. More interestingly, if
the virtual view is a novel view, an image can be rendered by sampling nearest rays

from the captured light field. Rendering a novel view from a light field is discussed in

'In practice, the sampling distribution on this S7-plane is determined by the pixel grid pattern
on the camera sensor, which creates a non-uniform pattern when projected onto the rear surface of
the sphere. However, in our datasets the samples are dense enough that few artifacts are visible.
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more detail in | , , ]. This process of rendering an image from

%«

a light field has numerous names, including “light field sampling,” “rendering from a

light field,” “novel view synthesis,” and “extracting a 2D slice”.

2.2 Acquisition Systems

Historically, a major hurdle in the use of light fields is acquiring dense samples to
approximate the continuous function shown in Equation 2.3. Fortunately, recent ad-
vances in camera technology combined with novel uses of optics have made acquisition
not only a practical task, but also a cheap and potentially common one as well. As
light fields become more common, users will want to interact with them as they do
with images and traditional 3D models.

Early acquisition systems made use of mechanical gantries to acquire light fields.
A camera is attached to the end of the gantry arm and the arm is moved to multiple
positions. Two useful gantry configurations are the planar and spherical ones. In
a planar configuration, the end effector of the gantry arm moves within a plane,
enabling acquisition of two-plane parameterized light fields. One example is the
gantry | | used to acquire 3D scans of Michelangelo’s David | ] and a
light field of the statue of Night. This gantry is used to acquire several two-plane
light fields listed in Table A.1. In a spherical configuration, the end-effector travels
on the surface of a sphere, enabling acquisition of circular and spherical light fields.
The Stanford Spherical Gantry | | is one example. This gantry is also used to
acquire the sphere-plane and circular light fields in Table A.1. While these gantries
can capture a dense sampling of a light field, they assume a static scene, are bulky,
and are costly. The Stanford Spherical Gantry costs $130,000.

To capture dynamic scenes, researchers have built arrays of cameras. The ability
to acquire dynamic scenes enables the acquisition of complex objects like human
actors. Manex Entertainment first popularized this technique in the movie, The
Matriz. During one scene, the actress appears to freeze while the camera moves

)

around her. This effect, now coined the “Matrix effect” or “bullet-time,” was created

by simultaneously triggering an array of cameras, and rendering images from the
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captured photographs.

Other camera arrays include the video camera array in the Virtualized Reality
Project at CMU | | , the 8x8 webcam array at MIT | ], the 48 pan-
translation camera array | |, and the Stanford Multi-camera Array | :

]. This thesis uses several datasets captured using the Stanford Multi-camera
Array. With the exception of the webcam array, each system is costly and makes use
of specialized hardware. Furthermore, arrays like the Stanford Multi-camera Array
generally span a large area (3 x 2 meters), which makes it challenging to move. These
acquisition devices are useful in a laboratory setting, but have limited use in everyday
settings.

To build mobile and cheap acquisition devices, researchers have exploited optics
to trade off the spatial resolution of a single camera for multiple viewpoints of a scene.
One of the first techniques is integral photography, in which a fly’s-eye lens sheet is
placed in front of a sensor array, thereby allowing the array to capture the scene from
many viewpoints | ]. The total image is composed of tiny images, each with a
different viewpoint. Today, such images are created by embedding lenses within a
camera body | | or a lens encasement | |. This thesis contains light
fields captured from the hand-held light field camera built by Ng et al. In | ],
they construct a lens encasement containing 20 lenses. Each lens provides a different
viewpoint of the scene. The lens encasement is attachable to any conventional SLR
camera. A light field is captured simply by pressing the shutter button. Acquisition
devices such as this are mobile, cheap, and easy to use. As such devices become
common, light fields will become abundant and users will want to manipulate this
data type as they do with images and 3D objects. The first contribution of this thesis
is a novel way to manipulate these light fields, described in Chapter 3.
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Chapter 3

Light Field Deformation

The first contribution of this thesis is a novel way to manipulate light fields, by
approximating object deformation. An animator can then “breathe life” into objects
represented by light fields. Our goal is similar to cartoon animation; the final result is
a deformed object, but the object need not be physically plausible, volume-preserving,
or “water-tight”. Figure 3.1 illustrates a deformation that twists a light field of a toy

Terra Cotta Warrior.

Figure 3.1: Light field deformation enables an animator to interactively deform photo-
realistic objects. The left figure is an image from a light field of a toy Terra Cotta
Warrior. The middle image shows a view of the light field after applying a deforma-
tion, in this case, a twist to the left. Notice that his feet remain fixed and his right
ear now becomes visible. The right image shows the warrior turning to his right.
Animating the light field in this way makes it appear alive and dynamic, properties
not commonly associated with light fields.

13
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In order to deform a light field there are two core problems that need to be
solved. The first is specifying a transformation on the rays of the light field so that
it approximates a change in shape. The second is ensuring that the illumination

conditions after deformation remain consistent.

For the first problem, recall from Chapter 2 that a light field is a 4D function
mapping rays to RGB colors. In practice, this 4D function is approximated by a
set of images. In other words, a light field can be thought of as a set of rays, or a
set of pixels. An object represented by a light field is composed of these rays. The
goal is to specify a transformation that maps rays in the original light field to rays
in a deformed light field. Many ray-transformations exist, but we seek a mapping
that approximates a change in the shape of the represented object. For example,
a simple ray-transformation can be constructed by exploiting the linear mapping of
3D points. If we represent this mapping as a 4x4 matrix and represent 3D points in
homogeneous coordinates, then to deform the light field we simply take each ray, pick
two points along that ray, apply the 4x4 matrix to both points, and form a new ray
from the two transformed points. This ray-transformation simulates a homogeneous
transformation on the object represented by the light field. In this chapter, we present
a ray-transformation that can intuitively express Euclidean, similarity, and affine
transformations. This transformation can also simulate the effect of twisting the 3D
space in which an object is embedded, an effect that is difficult with a projective

transformation.

The second problem to deformation is related to the property that the RGB color
along any ray in a light field is a function of the illumination condition. When a
ray is transformed, the illumination condition is transformed along with the ray.
When multiple rays are transformed, this can produce an overall illumination that is
different than the original. For example, consider a light field of a scene with a point
light and a flat surface. Consider a ray r that is incident to a point on the surface.
The incident illumination makes an angle with respect to r. If we transform r, the
illumination angle remains fixed, relative to r. This causes the apparent illumination
to differ from the original light direction. The goal is to provide a way to ensure

that after deformation, the illumination remains consistent to the original lighting
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conditions. To solve this problem, a special kind of light field, called a coaxial light
field is captured.

These two problems are not new. Previous approaches avoid the two problems of
specifying a ray-transform and preserving illumination by attempting to reconstruct
a 3D model based on the input images'. Hence, an accurate 3D model is necessary.
The solution presented in this thesis avoids building an explicit model and provides

a solution for maintaining a specific form of illumination during deformation.

3.1 Previous Work: 3D Reconstruction for Defor-

mation

Previous approaches reconstruct geometry, surface properties and illumination using
the images from the light field. Then the geometry is deformed by displacing mesh
vertices. The deformed object can then be re-rendered. However, reconstructing a
geometry from images is a difficult problem in computer vision. Nevertheless, several
techniques exist, including multi-baseline stereo | | and voxel coloring | ]

Assuming that a 3D model can be constructed, reflectance properties are then
estimated. In [ |, they assume the object is diffuse. Meneveaux and Fournier
discuss a system that can make use of more complex reflectance properties | -
The reflectance properties can also be represented in a sampled form, as is shown by
Weyrich et al., in which they capture and deform a surface reflectance field | -
Knowing the surface properties and geometry is sufficient to keep the apparent il-
lumination consistent after object deformation. Once the mesh vertices have been
deformed, the appearance of that part of the mesh can be rendered using the local
surface normal, incident light direction and view direction.

This approach is successful as long as geometry, surface properties, and illumi-
nation can be accurately modeled. Unfortunately, this assumption fails for many

interesting objects for which light fields are commonly used, like furry objects. The

1One approach, used in light field morphing | ], avoids 3D reconstruction and instead in-
duces a ray-transformation between two input light fields by specifying corresponding rays. However,
they do not address the problem of inconsistent illumination.
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approach presented in this thesis avoids explicit reconstruction and presents a tech-

nique for keeping illumination consistent and for specifying a ray-transformation.

3.2 Solving the Illumination Problem

In introducing our technique for light field deformation, we first address the problem
of maintaining consistent illumination during a transformation of the rays of a light
field. Then, we discuss how a transformation can be specified by an animator in an

intuitive, interactive manner.

To understand the illumination problem that arises when transforming the rays
of a light field, consider the scene shown in Figure 3.2. A point light is located at
infinity, emitting parallel light rays onto a lambertian, checkerboard surface. A light
field of this checkerboard is captured. Two rays of this light field are shown as black,
vertical arrows. The corresponding light direction for these two rays is shown in
yellow. Notice that since both rays of the light field are vertical and the illumination
is distant, the angle between the illumination ray and the light field ray is ¢. The key
idea is that no matter how a ray is transformed, the color along that ray direction

will be as if the illumination direction had made an angle ¢ to the ray.

Figure 3.3 shows the illumination directions for the two rays of the light field after
transforming the upper-right ray. Notice that the illumination direction maintains an
angle ¢ with the ray direction. However, the two illumination directions are no longer

parallel. The illumination after transforming the rays is different than the original.

Because the color along a ray is a function of the relative angle between the
illumination and the ray, after transforming this ray the illumination direction points
in a different direction. In most cases, this means that when a light field is deformed
(e.g. all its rays are transformed), the apparent illumination will also change. To
solve this problem, we capture a new kind of light field, called a coaxial light field,
which maintains lighting consistency during deformation but still captures interesting

shading effects.
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Figure 3.2: A lambertian scene with distant lighting. The checkerboard surface is lit
by a point light located at infinity. Two rays of the light field are shown in black.
They make an angle ¢ with respect to the illumination direction.

3.2.1 The Coaxial Light Field

Chapter 2 defines the 4D light field as radiance along rays as a function of position and
direction in a scene under fixed lighting. Their definitions permit construction of new
views of an object, but its illumination cannot be changed. By contrast, | ]
defines the 4D reflectance field as radiance along a particular 2D set of rays, i.e. a
fixed view of the world, as a function of (2D) direction to the light source. Their
definition permits the relighting of an object, but the observer viewpoint cannot be
changed. If one could capture an object under both changing viewpoint and changing
illumination, one would have an 8D function (recently captured by | ). The
light fields of | | and | | are 4D slices of this function.

In this section, for the purposes of deformation, we introduce a different 4D slice,
which we call the coaxial light field. With a coaxial light field, we capture different

views of an object, but with the light source fixed to the camera as it moves. In
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Figure 3.3: The rays representing the checkerboard are now transformed. Notice that
the illumination angle ¢ remains fixed, relative to the ray directions. This causes the
illumination to differ from the original conditions.

fact, the camera rays and illumination rays coincide. Since perfectly coaxial viewing
and illumination is difficult to achieve in practice, we merely place our light source
as close to our camera as we can. As an alternative, a ring light source could also be
used. Figure 3.4 shows two images from a coaxial light field captured of a lambertian,
checkerboard surface. This kind of illumination is analogous to examining an object
with a flashlight attached to the observer’s head. Given this definition of a coaxial

light field, we now show how to use it to solve the illumination consistency problem.

3.2.2 Using Coaxial Light Fields to Solve Illumination Incon-
sistency
What we show is that after deforming a coaxial light field the illumination remains

consistent to the original. That is, the lighting remains coincident to the center of

the virtual view. One way to study lighting in a scene is to examine the goniometric
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Figure 3.4: Two images from a coaxial light field. The lighting is a point light source
placed at the center of projection of the camera. As the camera moves to an oblique
position (right), the checkerboard is dimmed due to the irradiance falling off with the
angle between the lighting direction and the surface normal.

diagram at a differential patch on a lambertian surface. A goniometric diagram plots
the distribution of reflected radiance over the local bundle of rays incident to that
